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Data science for nurses 

Learn how to apply this skill to nursing projects. 

By Alvin D. Jeffery, PhD, RN-BC, CCRN-K, FNP-BC

STRICTLY CLINICAL
 

THE recent emergence of big data provides new 
insights into healthcare. Whether predicting 
clinical deterioration, adverse events, or even 
changes in patient census, data inform clinical 
care. Nurses play a major role in entering data in-
to electronic health records (EHRs), and we 
should be using available tools to analyze and 
use these data to improve care delivery. Al-
though significant advances have been made in 
collecting and analyzing the large amount of 
healthcare data now available, clinicians can be 
easily intimidated by some data science con-
cepts, such as machine learning and artificial in-
telligence. Familiarizing yourself with data sci-
ence and learning how others have implemented 
it may enhance your knowledge and confidence. 

 
Data science defined 
Numerous data science definitions exist, but 
one perspective emphasizes what it does rather 
than what it is. Donoho notes that data science 
focuses on gathering, preparing, exploring, rep-
resenting, transforming, computing (with), 
modeling, visualizing, and presenting data. It 
lies at the intersection of domain knowledge, 
computer science, statistics, and data visualiza-
tion/presentation. Data science began to emerge 
as a more distinct (and popular) field in the early 
2000s as data sets grew in conjunction with in-
creased access to affordable computing resources.  

Various professions (biomedical, finance, law) 
use the same data science methods, but each 
field captures and processes data differently. 
The Berkeley School of Information divides the 

data science process into five steps: capture, 
maintain, process, analyze, and communicate.  

 
Capture 
Nurses and other clinicians play a critical role 
in this phase when they enter data into the 
EHR. They generate data via direct observa-
tion and documentation, automated capture 
from equipment (vital sign machines, ventila-
tors), laboratory results, and external sources 
such as social determinants of health.  

 
Maintain 
Most large volumes of captured data are stored 
in databases or data warehouses. Important da-
ta should be duplicated and stored in multiple 
locations to create redundancy in the event of 
a natural disaster that destroys one of the phys-
ical locations or if a server unexpectedly mal-
functions. Database analysts, data engineers, 
and computer scientists participate in data 
maintenance.  

 
Process 
The more exciting aspects of data science begin 
in the process phase where data scientists prepare 
(or clean) data for analysis. Common processing 
activities include identifying (and possibly in-
putting) missing data (not all patients will have 
laboratory values collected during a clinic visit), 
removing outliers (a heart rate erroneously en-
tered as 450), and defining the outcome (using 
diagnostic codes to identify patients with heart 
failure). In the case of unstructured data (text 
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notes, radiology images), data scientists take ad-
ditional steps to convert them into numeric vari-
ables for analysis. Most data scientists agree that 
they spend at least 80% of their time on a data 
science project in the process phase.  

 
Analyze 
In this phase, processed data are fed into a sta-
tistical model (a mathematical representation 
of relationships between variables) or a ma-
chine learning algorithm (a procedure for ap-
plying steps to learn from data). In either case, 
this phase focuses on explanation, association, 
prediction, and pattern recognition.  

The two most commonly used groups of an-
alytical methods are supervised and unsuper-
vised. Most of these methods require that data 
initially be represented as numeric or categori-
cal variables. One exception is natural language 

processing, which focuses on a computer’s abil-
ity to use language data.  

Supervised methods learn from labeled ex-
ample data to generalize findings to all possible 
input data. For example, imagine your hospital 
wants to predict which patients are most likely 
to be readmitted within 30 days. Data scientists 
select example data comprising a group of pre-
viously hospitalized patients with knowledge of 
which were readmitted within 30 days and 
which weren’t. A patient’s readmission status 
serves as a label that’s used to make a prediction 
based on input data (comorbidity categories, 
discharge vital signs, insurance status). Some 
common supervised methods include regres-
sion (linear, logistic, survival), tree-based (deci-
sion trees, random forests), Naïve Bayes, and 
deep learning (neural networks).  

Unsupervised methods learn from unlabeled 

Nursing-relevant data science projects 
    
The following table highlights several recently published studies that leveraged data science methods in 
nursing-relevant projects.  
 
Authors                 Outcome                 Data science methods 
 
Chang et al              Hospitalization         The authors validated an existing predictive model (specifically, a  
                                                                           logistic regression model) for determining which patients are  
                                                                           most likely to be hospitalized.  
 
Nakatani et al          Falls                               To add nursing data to a fall prediction model, the authors applied  
                                                                           natural language processing to nurses’ free-text documentation.  
                                                                           The resulting embeddings (numerical representation of words)  
                                                                           served as predictors.  
 
Park et al                   Mortality                     The authors’ primary purpose was to use logistic regression to  
                                                                           predict mortality, but they also used network analysis methods  
                                                                           (graphs to identify and represent relationships between people)  
                                                                           to incorporate provider information as predictors in the model.  
 
Patterson et al         Falls                               The authors developed predictive models to identify which  
                                                                           patients were likely to be readmitted within 6 months due to a  
                                                                           fall-related injury. 
 
                                                                           They used regression (a statistical method that specifies  
                                                                           relationships—linear, logistic—between predictors and outcomes)  
                                                                           and tree-based algorithms (machine learning methods—random  
                                                                           forest, AdaBoost—that split predictors for more homogenous  
                                                                           outcome groups).  
 
Sandsdalen et al    Palliative care            To personalize care plans, the authors wanted to identify patient  
                                                                           profiles that represent patient satisfaction. They applied a cluster  
                                                                                     analysis (algorithms that create groups in the data by maximizing  
                                                                           within-group similarity and minimizing between-group similarity)  
                                                                           to survey data. 
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example data. They use characteristics to cate-
gorize or group data based on statistical crite-
ria. For example, a public health nurse might 
have access to environmental and census tract 
data for a county. They could use an unsuper-
vised method to create groups of neighbor-
hoods that share similar features in their input 
data (similar rates of pollution exposure, edu-
cation attainment, income level). Some com-
mon unsupervised methods include cluster 
analysis (k-means clustering, hierarchical) and 
dimensionality reduction (principal compo-
nent analysis, linear discriminant analysis). 

Natural language process techniques (bag-
of-words, word embeddings) allow data scien-
tists to convert unstructured text into numeric 
variables for use in other unsupervised meth-
ods or even supervised methods. (For more in-
formation about these algorithms, visit scikit-
learn.org/stable and metacademy.org.) 

 
Communicate 
Reports generated in the final phase of the data 
science life cycle describe the project’s process 
and results. Visual aids (figures or graphs) can 
help concisely represent the data and results. 
Model- or algorithm-specific metrics aid analy-
sis—how well predictions compare to actual la-
bels in supervised methods or how well groups 
were created in unsupervised methods. Those 
presenting the data should explicitly state any 
limitations within the previous four phases so 
that decision makers can interpret findings in 
light of assumptions made along the way. (See 
Nursing-relevant data science projects.)  

 
Call to action 
Data science continues to evolve as data in-
crease in quantity and diversity. Most nurses 
don’t actively participate in the maintain, 
process, and analyze phases of a data science 
project, but they do play a significant role in the 

capture and communicate phases. Nurses are 
essential team members in all healthcare data 
science projects because they can contribute to 
understanding nuances of data capture, which 
influences how data are processed and ana-
lyzed. In addition, many nurses in leadership 
and decision-making positions benefit from da-
ta science reports. Data science project findings 
have the potential to transform nursing prac-
tice. A knowledgeable nursing workforce that 
can interpret these findings has the potential to 
improve health and healthcare.                          AN 
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More information 
    
To learn more about data science, develop specific skills, or find out 
how to become a data scientist, visit nursingdatascience.org. 

To get involved in data science activities that support nursing care 
delivery, consider joining these organizations: 

• American Medical Informatics Association (amia.org) 

• American Nursing Informatics Association (ania.org) 

• Nursing Knowledge: Big Data Science Conference (z.umn.edu/bigdata)

https://scikit-learn.org/stable/
https://scikit-learn.org/stable/
https://metacademy.org
http://nursingdatascience.org
https://amia.org
https://www.ania.org
https://nursing.umn.edu/centers/center-nursing-informatics/2022-nursing-knowledge-big-data-science-conference

